Forecasting time series water levels on Mekong river using machine learning models
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Abstract—Forecasting water levels on Mekong river is an important problem needed to be studied for flood warning. In this paper, we investigate the application to forecasting of daily water levels at Thakhek station on Mekong river using machine learning models such as LASSO, Random Forests and Support Vector Regression (SVR). Experimental results showed that SVR was able to achieve feasible results, the mean absolute error of SVR is 0.486(\(m\)) while the acceptable error of a flood forecast model required by the Mekong River Commission is between 0.5(\(m\)) and 0.75(\(m\)).

Keywords—Time series forecasting, LASSO, Random Forests, Support Vector Regression, Data mining

I. INTRODUCTION

The Lower Mekong Basin lies within the countries of Thailand, Laos, Cambodia and Vietnam (Figure 1 (a)) and it is home for about 30 million people. It is both geographically and hydrologically variable with significant differences in topography, land cover, and climate. Elevation is highest in the north-east and reduces in the direction from north-east to south-west. The basin is generally flat in the floodplain of Cambodia and the Mekong Delta in Vietnam. So, the flood warning system is important to mitigate nature damages on floodplain of Mekong river. The accurate result of the water level forecast with lead days are effective information for flood warning.

There are two approaches to build the flood forecasting model generally, that are physically based and data-driven approaches. The goal of data-driven model (also called machine learning model) is to find the relationship between the input attributes and the water level while the physically based modelling aims to reproduce the hydrological process in a physically realistic. Physically based models are fully distributed models in increasing levels of complexity [1], a distributed model requires more time to develop the forecasting system and the sufficient expertise is needed to interpret the results. Data-driven model is quickly developed and easily implemented for building the forecasting model, it is useful for real-time river flow forecasting with accurate water level forecasts. Our approach based on data-driven model using machine learning method to forecast the water level for the flood warning system of the Mekong river.

Let \(\mathcal{L} = \{ (X_1, Y_1), \ldots, (X_N, Y_N) \}\) be a input data set in the data-driven model, where \(Y\) is a continuous response feature or attribute, \(Y\) indicates the water level, \(X\) is a feature matrix of \(N\) observed samples (also called instances) and \(M\) features. The task of a forecasting method in the data-driven model is to obtain an unknown function \(f(X)\) from given input data set \(\mathcal{L}\). The goal is to find a data-driven model such that its predictions forecasting by the function \(f(\cdot)\), also denoted \(Y\), are as good as possible. Without loss of generality, the forecasting model is defined as a function \(f : X \rightarrow Y\), where \(X \in \mathbb{R}^M\) and \(Y \in \mathbb{R}^1\). In the statistic sense, \(X \in \mathbb{R}^M\) and \(Y \in \mathbb{R}^1\) are random features with joint distribution \(P(X, Y)\). That is, \(P(X = x, Y = y)\) is the probability that random features \(X\) and \(Y\) take values \(x\) and \(y\), respectively. We find a function \(f(X)\) for forecasting \(Y\) given \(X = x\) with the most used loss function \(L(Y, f(X)) = (Y - f(X))^2\) where all errors are penalized in the forecast.

In this paper, we investigate data-driven models for time series data and apply the models to forecast the 5 lead-day water levels at Thakhek station on the Mekong River, where it shows the major contribution to the flows in the Lower Mekong River. Research locations are illustrated in the Figure 1. In the forecasting problem of 5 lead days, the relationship between the input-output features in the machine learning model is as follows:

\[
H_{\text{Thakhek}}(t + 5) = f(H_{\text{Thakhek}}(t), H_{\text{Thakhek}}(t - 1), H_{\text{Thakhek}}(t - 2), H_{\text{up}}(t), H_{\text{up}}(t - 1), H_{\text{up}}(t - 2)),
\]

where the output feature \(H_{\text{Thakhek}}(t + 5)\) is the water level forecasted for the next 5 days at Thakhek gauging station.

![Fig. 1. The Mekong River (research basin). (a) Rainfall distribution for the Lower Mekong Basin. (b) Sub-basin: 10,407 \((km^2)\)
$H_{Thakhek}(t)$, $H_{Thakhek}(t-1)$ and $H_{Thakhek}(t-2)$ are water levels measured in the current day and previous two days, respectively. $H_{up}(t)$, $H_{up}(t-1)$ and $H_{up}(t-2)$ are water levels measured in the current day and previous two days at NongKhai gauging station, respectively. This is the upstream gauging station of Thakhek, with distance of 300 km upstream of the Mekong River.

Experimental results showed that our machine learning approaches including LASSO, Random Forests and Support Vector Regression, are efficient models to forecast accurate 5-lead-days based on the operational requirements of the Mekong River Commission. The Support Vector Regression model was able to achieve the lowest mean absolute error (0.486(m)) while the acceptable of a flood forecast model is in [0.5(m), 0.75(m)]. These data-driven models can be also applied to forecast 1, 2, 3, 4 lead days for the flood warning system.

### II. METHODOLOGY - DATA USED

#### A. Data used and design of forecast evaluation

Continuous daily water level data for 1994 to 2003 were analyzed for the present study. In order to make forecasting in time series water levels, the data needs to be modified such that if return at time $t$ needs to be forecasted then all the historical information water level until time $t$ is used. By doing so, the latest information related to water levels is used in forecasting the machine learning model. The data from 1994 to 2000 (1071 data samples) were used for initial training and 2001 to 2003 (459 data samples) for testing. For each iteration, 1 sample from the testing data is added into the training data to build the forecasting model. The water level is linearly normalized by the formula:

\[
X_{norm} = F_{min} + \frac{(X_i - X_{min})}{(X_{max} - X_{min})} \times (F_{max} - F_{min}),
\]

where $F_{max}$ and $F_{min}$ are the smallest and largest values in the normalized domain respectively selected as 0.1 and 0.9; $X_{norm}$ is normalized value, $X_{min}$ and $X_{max}$ are the smallest and largest value in the measurement data time series, $X_i$ is the observed measurement value before normalization.

#### B. LASSO

We first introduce the multivariate regression model and it then is extended for LASSO model. Given a training data set $\mathcal{L}$, we consider the linear regression model which has the form

\[
Y = E(Y|X) + \epsilon, \tag{1}
\]

where the error $\epsilon$ is independent standard normal with expectation zero and variance $\sigma^2$, written $\epsilon \sim N(0, \sigma^2)$ and

\[
E(Y|X) = \beta_0 + \sum_{i=1}^{N} X_i \beta_i, \tag{2}
\]

The term $\beta_0$ is the intercept and $\beta_i$’s are coefficients, our aim is to predict a real-value output $Y$, denote as $\hat{Y}$. The popular approaches based on the least mean square (LMS) method [2], in which we pick the coefficients $\beta = (\beta_0, \beta_1, \ldots, \beta_M)^T$ to minimize the residual sum of squares ($\text{RSS}$)

\[
\text{RSS}(\beta) = \sum_{i=1}^{N} (Y_i - E(Y|X))^2 = \sum_{i=1}^{N} (Y_i - \beta_0 - \sum_{j=1}^{M} X_i \beta_i)^2. \tag{3}
\]

We determine the values $\hat{\beta}$ for the regression coefficients and error variance consistent, assumes that the linear model is a reasonable approximation, the error term is normally distributed $N(0, \sigma^2)$, and the matrix $X = N \times (M+1)$ has full column rank, see more details about its main assumptions in [2]. Equation (4) can be written as

\[
\text{RSS}(\beta) = (Y - X \beta)^T (Y - X \beta). \tag{4}
\]

If $X^T X$ is nonsingular, then the unique solution is given by

\[
\hat{\beta} = (X^T X)^{-1} X^T Y, \tag{5}
\]

the fitted values at the training inputs are

\[
\hat{Y} = X \hat{\beta} = X (X^T X)^{-1} X^T Y. \tag{6}
\]

Tibshirani proposed LASSO method (Least absolute shrinkage and selection operator) [3] which performs coefficient shrinkage and feature selection simultaneously. It minimizes the squared error $(Y - E(Y|X))^2$ subjected to the constraint that the sum of absolute values of coefficients should be less than a constant, denoted as $s$. We have $\sum_{j=1}^{M} |\beta_j| \leq s$, where $s$ is known as a tuning parameter controlling the amount of shrinkage to be applied to the estimates. The $\beta$ coefficients in Equation (5) can be estimated using LASSO as

\[
\hat{\beta}_{LASSO} = \text{argmin}(Y - X \beta)^T (Y - X \beta) + \lambda \sum_{j=1}^{M} |\beta_j|. \tag{7}
\]

The constraint will have no effect when $s$ is large enough and the solution obtained will be just as with multiple linear least squares regression. We can use k-folds cross validation technique to estimate the best value of $s$.

#### C. Random Forests

Random forests (RF) had been proposed by Breiman [4], although many of the ideas had proposed earlier in the literature in different forms. The classification and regression tree (CART) was described as a non-parametric method for supervised learning in 1984 by Breiman et al. [5], who introduced bagging method to reduce prediction variance for CART in 1996 [6], a precursor to his version of RF. In 1995, Ho [7] introduced the random decision forest and used the same mind of trees grown in random subspaces of the features. In 1997 and 1998, Amit and Geman [8] and Ho [9] dependently proposed that trees grow only on a randomly chosen subspace, instead of whole feature space in bagging [6]. Dietterich [10] also proposed an improvement on bagging using additional randomization in 2000. Finally, Breiman reinforced, aggregated and extended these approaches and proposed a new framework in 2001, which is called Random Forests.

RF is an extension of bagging (bootstrap aggregation) [6] which involves the idea of a random subspace sampling to create dissimilar trees. Given a training data $\mathcal{L}$, a standard version of RF is a collection of CART built from bagged
samples. Each CART is grown from an independent bootstrap resample until all nodes contain observations less than or equal to the predefined minimum node size $n_{\text{min}}$. Each CART is grown nondeterministically, unlike that of a single tree. Each CART in the forest then provides a prediction of a $Y$ value, and a single overall prediction is obtained by taking an average over the tree’s prediction from the forest.

The number of candidate features that are selected for each iteration step is an additional tuning parameter, called $m_{\text{try}}$, $1 < m_{\text{try}} < M$. There is a special case in random forests when $m_{\text{try}} = M$, that is bagging. One side-effect of choosing $m_{\text{try}} < M$ is also a less time affecting algorithm. A popular choice is to randomly select $m_{\text{try}} = \sqrt{M}$ in classification and $m_{\text{try}} = M/3$ in regression as candidates for node splitting for data set of moderate size. For high dimensionality, RF is an efficient method to deal with this kind of data, especially the data set of moderate size. For high dimensionality, RF is a popular method to deal with this kind of data, especially the data set of moderate size. For high dimensionality, RF is an efficient method to deal with this kind of data, especially the data set of moderate size. For high dimensionality, RF is an efficient method to deal with this kind of data, especially the data set of moderate size. For high dimensionality, RF is an efficient method to deal with this kind of data, especially the data set of moderate size.
TABLE I. PREDICTIVE PERFORMANCE FOR FORECASTING 5-LEAD-DAY OF WATER LEVELS ON THE MEKONG RIVER.

<table>
<thead>
<tr>
<th>Model used</th>
<th>Parameter</th>
<th>CE</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LASSO</td>
<td>default</td>
<td>0.911</td>
<td>0.761</td>
<td>0.604</td>
</tr>
<tr>
<td>RF</td>
<td>mtry=2, K=1000</td>
<td>0.936</td>
<td>0.649</td>
<td>0.491</td>
</tr>
<tr>
<td>SVR</td>
<td>ε=0.1, C=8, σ=0.235</td>
<td>0.935</td>
<td>0.646</td>
<td>0.486</td>
</tr>
</tbody>
</table>

where N is the total number of data samples, $H_i$ and $\hat{H}_i$ are the observed and predicted water levels at the $i^{th}$ time interval, respectively. In addition, root mean squared error (RMSE) and coefficient of the efficiency (CE) [15] were used also to evaluate the forecast models, defined as

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (H_i - \hat{H}_i)^2}.$$  \hspace{1cm} (13)

and

$$CE = 1 - \frac{\sum_{i=1}^{N} (H_i - \hat{H}_i)^2}{\sum_{i=1}^{N} (H_i - \bar{H}_i)^2}. \hspace{1cm} (14)$$

where $\bar{H}_i$ is the mean value of observed water levels.

Figure 2 (a) shows the RMSE profile of the LASSO model, a tuning parameter controlling the amount of shrinkage was chosen $s = 0.9$. Figure 2 (b) presents RMSE changed when the RF model performs with various mtry values from 2 to 5 with 1000 trees in the forest, the optimal mtry = 2 was chosen using two repeats of 10-fold cross-validation. The SVR model was evaluated over cost values ranging from $2^{-2}$ to $2^{11}$ using RBF kernel function, figure 2 (c) shows the RMSE profile across the candidate values of the cost parameter, the optimal cost and kernel parameter were estimated to be $\varepsilon = 0.1$, $C = 2^0$ and $\sigma = 0.242$, respectively.

B. Experimental Results

Table I lists the results of three data-driven models to forecast the water level on the Mekong river, numbers in bold are the best results. It can be seen that the non-linear machine learning models outperform linear LASSO model when applied to time series water level data. The SVR model using RBF kernel function provides the lowest RMSE and MAE (meters), the RF model achieves the best result with CE measure but the difference is minor from the SVR model. This result indicates that the SVR model achieves a good performance when forecasted the water level at Thakhek station based on the requirement of Mekong River Commission. The acceptable of a flood forecast model is in $[0.5(m) \div 0.75(m)]$ (http://ffw.mrcmekong.org/accuracy.htm), it is worth noting that the SVR model produces MAE = 0.486(m) for 5-lead-day forecast.

Figure 3, Figure 4 and Figure 5 plots results of time series from three models LASSO, RF and SVR, respectively. The observed water levels and forecast values from each model are showed to compare their forecast. The linear LASSO model is easy to implement and its computational time is fast, however its forecast water level at Thakhek station is far from the trend of observed water levels, shown in Figure 3. Significantly, two data-driven RF, SVR models have lower MAE and RMSE values compared to LASSO for 5-lead-day forecasting of water level at Thakhek gauging station, they follow the trend of observed water level closely.

IV. CONCLUSION

We have presented some machine learning models to forecast time series water levels data for flood warning system. Our contribution is to investigate the application of LASSO, Random Forests and Support Vector Regression for flood forecasting in the mainstream of the Lower Mekong River. Model performance was assessed in terms of the inputs used to the machine learning models since the flow conditions at different locations along the mainstream of the station of interest. For Thakhek station, the experimental results achieve accurate forecast compared to the requirement of Mekong River Commission. The feasible MAE of a flood forecast model is in $[0.5(m), 0.75(m)]$, the forecast error for 5-lead-day in our experiment is MAE = 0.486(m).
Fig. 3. The observed water levels and forecast values by the LASSO model.

Fig. 4. The observed water levels and forecast values by the RF model.
Fig. 5. The observed water levels and forecast values by the SVR model.
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